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Abstract: The driven Liouville von Neumann approach is a
method to computationally explore electron dynamics and
transport in nanoscale systems. It does so by imposing open
boundary conditions on finite atomistic model systems,
which drive them out of equilibrium. The approach is
compatible with any underlying electronic structure treat-
ment that can be phrased in terms of a single-particle

framework, ranging from simple tight-binding descriptions to
state-of-the-art density functional theory treatments of the
interacting system. In this perspective, we motivate the
approach, discuss its theoretical foundations, explain its
essential elements, overview recent extensions and applica-
tions, and present remaining challenges and opportunities.

Introduction

The utilization of individual molecules as miniature elec-
tronic components was first envisioned in a seminal paper by
Aviram and Ratner.[1] Since then, the invention of break-
through technologies for the visualization and manipulation
of systems at the atomic and molecular levels advanced this
prediction towards realization.[2–11] Gaining control over the
electron charge and spin degrees of freedom in such systems
may further give rise to novel functionalities based on
quantum mechanical phenomena, thus potentially redefining
electronics and computation.[2,12–15] This, however, requires
deep understanding of non-equilibrium dynamic and thermo-
dynamic behavior of nanostructures coupled to their immedi-
ate surroundings and to the remote environment.[16–21] Nota-
bly, the miniature nature of molecular-based systems allows
for a unique interplay between the availability of high
resolution experimental data and accurate theoretical and
computational treatments of electron and spin transport.
Therefore, theory and computation play a prominent role in
gaining physical insights into fundamental transport mecha-
nisms, interpreting experimental observations, predicting new
physical phenomena, and designing novel electronic and
spintronic components for quantum information processing at
the molecular level.

Early advances towards a non-equilibrium description of
electronic systems coupled to external heat and particle
reservoirs involved steady-state descriptions of transport
phenomena. The most powerful and widely used approach in
this context is the Landauer formalism,[22,23] which relates the
conductance of a given molecular system to the probability
of an electron to transmit through the molecule.[24–27] When
applied with advanced non-equilibrium Green functions
(NEGF)[7,24,27,28] techniques to evaluate the transmittance

probability spectrum, a high level treatment of molecular
junctions is attained, with possible consideration of inelastic
scattering and strong correlation effects.[29–34] Many practical
NEGF applications rely on an underlying description of the
electronic structure that is obtained from density functional
theory (DFT).[35] Within this approach, often referred to as
NEGF-DFT, single particle Kohn-Sham (KS) molecular
orbitals (MOs) are obtained self-consistently under an
external bias,[36–43] thus taking into account its influence on
the electronic structure of the molecular device. The results
obtained using NEGF-DFT based calculations often provide
qualitative understanding of the physical features appearing
in molecular electronic measurements. Nevertheless, quanti-
tative discrepancies between the predicted currents and
experimental results may exceed an order of magnitude.[44]
Apart from experimental uncertainties, these discrepancies
reflect technical theoretical issues, such as poor understand-
ing of the detailed atomic structure and structural dynamics
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of the molecular junction;[45,46] formal issues relating to the
fact that NEGF-DFT hybridizes a non-equilibrium formalism
with a ground state electronic structure theory;[39,47,48] and
perhaps above all that the underlying KS-DFT approach
involves approximations that may considerably influence the
outcome of the calculations.[44,49] Indeed NEGF calculations
utilizing more advanced or beyond DFT approximations have
been successful in improving quantitative accuracy.[45,50]

Going beyond steady-state descriptions, a formally exact
framework for treating excited state electron dynamics is
provided by explicit time-dependent methods, notably time-
dependent Green’s function approaches or time dependent
(current) density functional theory (TD(C)DFT). Indeed,
many important advances in adapting such tools to the
problem of electron transport have been made.[51–93] The
difficulty is that the former may be prohibitively expensive
for routine use, whereas the latter requires care when
implementing the open boundary conditions. This naturally
bring us to the quest for a computationally expedient, yet
sufficiently accurate and physically sound, treatment of open
boundary conditions in TDDFT, or for that matter any
underlying electronic structure treatment that can be phrased
in terms of a single-particle framework. This would include a
wide range of methods, from tight-binding and
(semi� )empirical descriptions, through other mean-field
treatments, to many-body perturbation theory and TDDFT
itself.[94] The salient issue is that standard electronic structure
approaches are intrinsically designed to treat either isolated
systems or infinitely periodic structures. This enables the
description of both ground state properties and excited state
dynamics in such systems, which is important for under-
standing their structural, electronic, and optical response
characteristics. However, electronic transport phenomena
require the description of a finite system coupled to external
reservoirs. If the latter are at different equilibrium states,
non-equilibrium charge transport through the finite system
will occur.

Perhaps the simplest approach to tackling this issue is to
circumvent it, namely, to rely on discharge dynamics in a
finite system as a means of exploring some aspects of
transport through the open system. The general scheme
involves a finite model system that is prepared in a polar
state using, e. g., an external electric field, and running the
dynamics from this initial state in the absence of the
polarizing field. For a sufficiently large model system, the
resulting charge oscillations may exhibit a quasi-steady-state
current that mimics the true steady-state of the corresponding
open system.[55,57,95,96] This quasi-steady state is, however,
limited in duration and is eventually suppressed by reflec-
tions from the finite model system edges. Therefore, using
discharge dynamics to study open quantum system behavior
is applicable only at short timescales and true steady state
can never be reached.

One remedy to the above problem is to use cyclic
boundary conditions with a single lead setup.[47,97–99] Here,
electrons that exit the simulation box on one side re-enter it

at the other side. The external field thus accelerates the
circulating electrons, which requires the introduction of a
deceleration term to avoid unrealistic buildup of velocities.
This can be achieved by, e. g., introducing a quantum master
equation with a dissipative term that simulates the effect of
electron-phonon interactions. Importantly, this approach
provides a true steady-state and is not affected by unphysical
reflections from the boundaries of a finite model system.
However, computational demands dictate the use of relatively
small lead models and thus the temperature of the phonon
bath and the coupling strength used in the master equation
have to be tuned to unphysically large values to obtain
physically meaningful transport results.[100]

An alternative approach is to employ a two-lead setup
and use imaginary potentials to absorb the accelerated
charges when reaching the edges of the system, hence
simulating irreversible charge flow into the leads.[51,52,101–109]
Here, the main difficulty is the absence of charge conserva-
tion, limiting again the simulation to short time-scales, where
charge depletion at the system boundaries does not signifi-
cantly affect the transport dynamics at its center. This
limitation has been overcome by introducing injection terms
within a quantum master equation formulation that continu-
ously drive the lead regions towards an appropriate equili-
brium state.[110–112] However, the approach was shown in
some cases to produce unphysical state populations.[113]
Nonetheless, its intuitive and simple nature has triggered
further efforts towards resolving the remaining difficulties
and generalizing the methodology. One such approach,
known as the driven Liouville von Neumann (DLvN) formal-
ism, has emerged in recent years. In this Perspective, we
explain the method, describe its current status, and provide
an outlook for its future development.

The Driven Liouville von Neumann Formalism

The starting point of the DLvN approach is the commonly
used formal partition of a molecular junction into three
sections: the left and right leads and an extended molecule
section consisting of the active molecule augmented by its
adjacent lead sections – see Figure 1(left). The role of the
lead sections in the extended molecule is to create spatial
separation between the molecule of interest (including its
chemical contacts to the leads) and the remote edges of the
finite model system, where coupling to external reservoirs is
implemented. This separation allows us to retain a physically
and chemically realistic description of the molecule, includ-
ing its coupling to the lead, that is unaffected by the choice
of model used to mimic an open system.

The leads should serve to absorb any electron traveling
from the active molecule towards the reservoirs. This can be
achieved by introducing imaginary absorbing potentials to
the Hamiltonian of the lead models. A simple choice for such
a potential is to absorb all outgoing electrons at the same
rate, G, regardless of their energy. Given that this absorption
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represents broadening of the lead energy levels (due to their
coupling to implicit reservoirs), the choice of an energy-
independent G is reasonable if there are no strong variations
in the density of states of the leads in the vicinity of the
Fermi energy. The implementation of such an absorbing
potential therefore requires a transformation from the spatial
representation of the junction to an energy picture – see
Figure 1(right). To this end, consider the single-particle
Hamiltonian matrix representation of the entire finite model
system within some localized orthogonal basis-set represen-
tation, referred to as the site representation:

H ¼

HL VL;EM 0

VEM;L HEM VEM;R

0 VR;EM HR

0

B
B
B
@

1

C
C
C
A
; (1)

where Hi are Hamiltonian block matrix representations of the
i ¼ L; EM;R sections, Vi;j are the corresponding inter-
section coupling blocks, and the EM section is assumed to be
sufficiently large, such that the direct coupling between the L

and R blocks is negligible.
The transformation from this representation to an energy

based one (henceforth referred to as the state representation)
proceeds by first diagonalizing separately each of the Hi

blocks, using appropriate unitary matrices Ui:

~Hi ¼ U
y
i HiUi; (2)

and defining the so-called site-to-state block diagonal trans-
formation matrix as:[114]

U ¼

UL 0 0

0 UEM 0

0 0 UR

0

B
B
B
@

1

C
C
C
A
: (3)

Applying the transformation U to the full Hamiltonian
matrix H yields:

~H ¼ UyHU ¼

~HL
~VL;EM 0

~VEM;L
~HEM

~VEM;R

0 ~VR;EM
~HR

0

B
B
B
B
@

1

C
C
C
C
A
; (4)

where the diagonal blocks, ~Hi, are diagonal matrices
containing the energies of the eigenstates of the ith section,

and the off-diagonal blocks ~Vij ¼ U
y
i VijUj contain the

coupling matrix elements between all eigenstates of sections
i and j – see Figure 1(right). We note that the site-to-state
transformation can be used to study the coupling scheme
between an adsorbent molecule and a surface, including the
effects of level shifting and broadening and their influence on
the electronic structure and transport properties of the
molecule.[115,116]

In the state representation, the single-particle reduced
density matrix, ~P, obeys the following matrix form of the
Liouville von Neumann (LvN) equation of motion (EOM):

d~P

dt
¼ �

i

�h
~H; ~P
� �

; (5)

where i ¼
ffiffiffiffiffiffiffi
� 1
p

and �h ¼ h=2p is the reduced Planck
constant. Applying an energy-independent absorbing poten-
tial to all eigenstates of the L and R sections amounts to
adding the following term to ~H of Eq. (4):

~Vabs ¼ �
i�h

2
G

IL 0 0

0 0 0

0 0 IR

0

B
B
B
@

1

C
C
C
A
; (6)

and replacing ~H by ~H þ ~Vabs in the Liouville von-Neumann
Eq. (5), to obtain:

Figure 1. Illustration of the site-to-state transformation. Left: site representation of a molecular junction composed of left Lð Þ and right Rð Þ

leads bridged by a (benzene dithiol) molecule. The extended molecule EMð Þ section includes the molecule, dressed by buffer lead model
sections. Right: state representation of a molecular junction, where the L and R lead level manifolds are coupled to the single-particle states of
the EM sections via the ~VL=R;EM coupling matrices. The Fermi-Dirac equilibrium state occupations of the L and R reservoirs, with chemical
potentials mL=R and electronic temperatures TL=R are illustrated in red and blue, respectively.
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d~P tð Þ

dt
¼

�
i

�h
~H; ~P tð Þ
� �

� G

~PL tð Þ
1

2
~PL;EM tð Þ ~PL;R tð Þ

1

2
~PEM;L tð Þ 0

1

2
~PEM;R tð Þ

~PR;L tð Þ
1

2
~PR;EM tð Þ ~PR tð Þ

0

B
B
B
B
@

1

C
C
C
C
A
:

(7)

Eq. (7) describes the dynamics of a system in which
electrons traveling from the EM region into the L or R

sections are absorbed (represented by decaying diagonal
elements of the density matrix), with the corresponding
coherence terms (off-diagonal density matrix elements)
decaying commensurately. Notably, the dynamics of the EM

density matrix block are not explicitly affected by the non-
unitary term in Eq. (7) – note the central zero block.

To describe electrons injected into the system, recall that
they should carry the equilibrium Fermi-Dirac distribution of
the corresponding bath, to which the lead (implicitly)
connects. This is achieved by adding the following injection
term to Eq. (7):

G

~P0

L 0 0

0 0 0

0 0 ~P0

R

0

B
B
B
@

1

C
C
C
A
; (8)

where ~P0

L=R are diagonal matrices of the dimensions of the
left/right lead models, the elements of which are given by the
Fermi-Dirac distribution of the corresponding lead state

occupations: ~P
0

L=R

h i

ij
¼ dij e

eL=Ri � mL=Rð Þ= kBTL=Rð Þ þ 1
h i

� 1

,

eL=R

� �
are the eigenenergies, TL=R are the electronic temper-

atures of the left/right leads, and the lead chemical potentials
are given by mL=R ¼ EF � 0:5 ej jVb, where EF is usually set to
the Fermi energy of the entire finite model system, e is the
electron charge, and Vb is the bias voltage. Importantly, the
electron injection rate is chosen to be identical to the
corresponding absorption rate to assure the eventual emer-
gence of a steady-state. The final form of the DLvN EOM
therefore reads as follows:

d~P tð Þ

dt
¼

�
i

�h
~H; ~P tð Þ
� �

� G

~PL tð Þ � ~P
0

L

1

2
~PL;EM tð Þ ~PL;R tð Þ

1

2
~PEM;L tð Þ 0

1

2
~PEM;R tð Þ

~PR;L tð Þ
1

2
~PR;EM tð Þ ~PR tð Þ � ~P

0

R

0

B
B
B
B
@

1

C
C
C
C
A
:

(9)

Going beyond the heuristic derivation provided above,[114]
the DLvN EOM was formally derived from non-equilibrium
Green’s function theory by further assuming that the

relaxation dynamics of the explicit lead levels is independent
of the presence of the molecule and that any time dependence
in the leads (e. g., time-dependent bias voltages) can be
considered adiabatic.[117] Furthermore, Eq. (9) can be recast in
Lindblad form, thus justifying the complete positiveness of
the propagated single-particle density matrix.[118]

By propagation of Eq. (9), bond current dynamics can be
obtained from the corresponding off-diagonal density matrix
element.[114] This was recently demonstrated for an oligo-
(phenylene-ethynylene)-graphene nanoribbon junction mod-
el, where the time- and spatially-resolved electron dynamics
unraveled insightful mechanistic details on time scales
ranging from atto- to pico-seconds.[119]

Note that when deriving Eq. (9), we introduced the
driving rate, G, as a free parameter. Its effect on the current
dynamics can be demonstrated by considering the simple
tight-binding chain junction model of Figure 2a.[114] Starting
from lead density matrix blocks of ~PL=R tð Þ ¼ ~P0

L=R and a
diagonal EM density matrix block populated up to the Fermi
energy of the full finite model system, the current dynamics
at the middle of the EM section under a bias voltage of 0.3 V
is plotted in Figure 2b for several G values. For G ¼ 0

discharge dynamics is obtained, i. e. no stable steady-state is
reached and instead the charge oscillates between the finite
lead models. However, if the lead model size is chosen to be
sufficiently large (which is the case here) a quasi-steady-state
current develops, the value of which matches that obtained
using the Landauer formalism (brown×mark). Increasing the
value of G dampens the current oscillations, eventually
achieving a stable steady-state. Notably, the value of the
steady-state current matches well the Landauer value and is
found to be quite insensitive to the choice of driving rate
over nearly three decades of G. Only when the driving rate is
too large do deviations ensue from the correct steady-state
current, as discussed in more detail below. The inset of
Figure 2b presents the steady-state level occupations of the
three system sections, demonstrating that the lead occupa-
tions correctly follow the corresponding bath Fermi-Dirac
distributions with some minor deviations within the Fermi
transport window, due to finite size effects. The EM

occupations demonstrate the expected gradual population
decrease with increasing lead level energy, which is found to
be insensitive to the lead model size. Figure 2c presents the
current dynamics obtained under several bias voltages,
clearly demonstrating that the obtained steady-state values
match the Landauer I� V curve (inset of Figure 2c).

Extensions and Applications

Having demonstrated the basic utility of the DLvN approach
within the context of a simple tight-binding model, we now
discuss various extensions of the methodology and their
usage in various practical applications. First of all, Eq. (9)
above was derived for an orthonormal atomic-centered basis-
set representation of the density matrix. The DLvN EOM can

Perspective

Isr. J. Chem. 2023, 63, e202300058 (4 of 12) © 2023 The Authors. Israel Journal of Chemistry published by Wiley-VCH GmbH.

 18695868, 2023, 7-8, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ijch.202300058 by C

ochrane Israel, W
iley O

nline L
ibrary on [20/12/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



be generalized to accommodate for non-orthogonal basis-set
representations, which are often used in practical quantum
chemistry applications.[120] In that case, the overlap matrix
that appears in the site representation of the EOM possesses
non-zero overlaps between different system sections. These
can be eliminated by a non-unitary block-diagonalization
transformation that rotates the basis functions of the EM
section to be orthonormal to those of the lead sections,
leaving only diagonal overlap blocks, Si, where again
i ¼ L; EM; R.[121] Following this, the site-to-state trans-
formation proceeds as above, with the only difference being
that a generalized eigenvalue problem, rather than a standard
one, is solved separately for each block, such that the

transformation matrix blocks (see Eq. (2)) obey U
y
i SiUi ¼ Ii.

Using this approach, the utility of the DLvN-EOM was

demonstrated for non-orthogonal extended Hückel Hamilto-
nian descriptions. This allowed to uncover unique transport
phenomena, e. g. the fact that consecutive molecular states
may possess radically different dynamic and steady-state
occupations depending on the nature of the corresponding
molecular orbital and its relative coupling to the source and
the sink electrodes (see Figure 3).[115,120]

While the non-orthogonal representation enables the
exploration of realistic (rather than phenomenological)
molecular junction models, the generalized DLvN equation
of motion remains Markovian in nature. This seemingly
contradicts the standard notion that reduced system represen-
tations introduce memory terms to the dynamics.[122] How-
ever, the validity of the Markovian approximation within the
DLvN approach stems from the fact that one introduces

Figure 2. Tight-binding chain junction model simulations. (a) Schematic representation of the tight-binding two-lead chain model. Yellow,
maroon, and orange spheres represent the left lead, molecule, and right lead, respectively. The extended molecule region is marked explicitly.
aL, aM, aR, bL, bM, and bR mark the onsite energies að Þ and hopping integrals bð Þ of the left lead Lð Þ, molecule Mð Þ, and right lead Rð Þ

subsystems, respectively. bLM and bMR are the coupling matrix elements between the left lead and the molecule and between the molecule and
the right lead, respectively. NL, NM, and NR are the number of sites used to represent the left lead, molecule, and right lead models,
respectively. NML and NMR are the number of extended molecule atoms belonging to the left and right leads, respectively; (b) Effect of the
driving rate Gð Þ on the time-dependent current under a bias voltage of Vb ¼ 0:3 V and reservoir electronic temperatures of 0 K, for a tight-
binding chain consisting of NL ¼ NR ¼ 300, NML ¼ NMR ¼ 50, and NM ¼ 6, with on-site energies of 0 eV, and hopping integrals of � 0:2 eV.
The black curve was obtained using the microcanonical approach G ¼ 0ð Þ in the state representation. The red, green, blue, and purple curves
were obtained using G ¼ 0:001; 0:01; 0:1; and 1:0 fs� 1, respectively. The brown X mark represents the Landauer steady-state currents. Inset:
left lead (full lines), right lead (dashed lines), and molecule (symbols) steady-state occupations obtained using lead models of NL ¼ NR ¼ 300

(black) and NL ¼ NR ¼ 600 (red) compared to the corresponding target lead-equilibrium step-function distributions (blue); (c) Time-
dependent current calculated at various bias voltages using a driving rate of G ¼ 0:01 fs� 1. Colored X marks designate the corresponding
Landauer steady-state currents. Inset: current vs. bias curve calculated from the steady-state currents obtained at a simulation time of 3 ps
(red circles) and the Landauer formalism (black X marks). Adapted with permission from Ref. [114].
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relatively large explicit lead models (see Figure 4), such that
any memory effects within the leads decay at a time-scale
that is much shorter than the dynamical time-scale of the
active molecule of interest. Naturally, the larger the lead
models are, the better the Markovian approximation becomes.
Nonetheless, since one is forced to work with finite lead
models, lead level broadening is introduced via G to obtain
an effectively continuous spectrum. The sensitivity of the
transport calculation results to the tradeoff between lead
dimensions and level broadening has been extensively
studied.[111,112,123–130] Specifically, a typical Kramer’s turnover
behavior has been demonstrated for many model systems
with a broad parameter stability regime.[123,124,126–131] Figure 4
provides an example of the dependence of the steady-state
current on the value of the driving rate for several tight-
binding lead model sizes. For low driving rate values, the
description of the equilibrium thermal distribution in the lead
models is insufficient, resulting in an underestimated current
(with respect to the reference Landauer value). Too high
driving rate values provide a good description of the
equilibrium state of the leads but given the finite number of
modeled electrons this is done at the expense of current
depletion in the molecule of interest. Fortunately, for
sufficiently large lead models there is a large stability range,
extending into the Markovian assumption validity region,
where the DLvN steady-state current matches the Landauer
reference value.

The above discussion demonstrates that meaningful
current dynamics can be obtained using an appropriate choice
of driving rate. While this can be achieved by tuning the
driving rate to match the DLvN steady-state current to the
Landauer reference value,[114,120,123,124,126–129] there is clearly an
advantage to developing a parameter-free approach. This can
be achieved by replacing the single driving rate, appearing as
a fitting parameter in the original methodology, by a set of
state-dependent broadening factors applied to the different
single-particle lead levels.[132] These state-dependent broad-
ening factors can be obtained explicitly by diagonalization of
the lead Hamiltonian block, dressed by the self-energy matrix
of the semi-infinite reservoir. This procedure is performed
only once per reservoir model, and the obtained set of
broadening factors is fully transferable to any molecular
junction comprising the same leads. Figure 5 demonstrates
the performance of this approach for a non-orthogonal basis-
set representation of a hydrogen chain junction, where the
obtained current dynamics matches that of the early micro-
canonical current, and the emerging steady-state current
matches the expected Landauer value, without being set to it
by parameter tuning.

Going beyond the frozen nuclei picture, the DLvN was
recently extended to address coupled electron-ion dynamics.
Within the framework of the Born-Oppenheimer approxima-
tion in the adiabatic limit, it was demonstrated that when a
molecule has a weak vibronic coupling in vacuum, steady-

Figure 3. Steady-state single-particle state occupations of different benzene-dithiol junction sections. (a) Left lead (solid blue line), right lead
(solid green line) and extended-molecule (magenta×marks) steady-state occupations, compared to the corresponding target lead-equilibrium
step-function distributions (blue and green dashed lines, respectively). (b) Zoom in on the occupations of four consecutive extended-molecule
states denoted in (a). An illustration of the corresponding molecular orbitals within the extended molecule region is shown in (c) and their
effective couplings to the left (source) and right (sink) leads are given in (d). Adapted with permission from Ref. [120].
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state current may not be achievable even for a very short
molecular length and that molecular vibrations are man-
ifested in the current fluctuations.[133] Furthermore, the
approach reproduces qualitatively the Joule heating effect
and predicts trends that are consistent with the microscopic
version of Ohm’s law, with some numerical deviations from
Fermi’s golden rule that remain to be addressed.[134]

Having established the DLvN methodology for simulating
electron dynamics in open quantum systems, we now turn to
discussing some of its recent applications. Within the realm
of molecular electronics, molecular interferometry emerges
as a promising direction for designing active components
with unique functionalities. In this context, the DLvN
approach was recently applied in conjunction with a magnetic
extended Hückel Hamiltonian to study dynamical aspects of
current switching in Aharonov-Bohm molecular rings.[135]
Figure 6 presents an example of such switching upon the
application of a magnetic field perpendicular to the surface of
a symmetrically contacted hydrogen ring, corresponding to
half the Aharonov-Bohm cycle. Snapshots of the charge
density variations illustrate real-time interferometric effects.

Another promising research direction made available with
the development of the DLvN approach is the numerical
investigation of unexplored non-equilibrium thermodynamic
phenomena in open quantum systems driven far from
equilibrium. Analytical treatments of this problem provide
important insights;[16,136–148] However, they typically rely on

expansions in powers of the driving rate and are difficult to
apply under fast driving or to strong system-bath coupling
scenarios. The DLvN approach is free from this limitation,
allowing the study of rapidly driven systems with arbitrary
lead band structure.[149,150] This was recently demonstrated for
the driven resonant level model, where the formal basis for
evaluating thermodynamic observables from a DLvN simu-
lation was provided and applied to the calculation of work,
heat, and entropy variations at different driving rate
regimes.[151–153]

The above applications exemplify the power of the DLvN
approach to study quantum dynamical phenomena of open
systems in unexplored regimes. Nonetheless, to unleash the
full potential of the approach, it should be applied in
conjunction with first-principles electronic structure treat-
ments. Being based on effective single-particle Hamiltonians,
the natural choice for DLvN would be time-dependent
density functional theory, which provides formally exact
dynamics within the framework of Kohn-Sham one-electron
orbitals.[84] The first TDDFT implementation of the DLvN
approach was introduced by Morzan et al.[154,155] In their
approach, the site-to-state transformation was circumvented
by using the ground state density matrix of the finite model
junction under an axial electric field as a reference state.
Avoiding the site-to-state transformation is clearly advanta-
geous in terms of computational efficiency. However, it
requires a modification of the equation of motion, adding

Figure 4. Steady-state current of a one-dimensional tight-binding junction model as a function of lead driving rate with an applied bias
expressed as VL Rð Þ ¼ �v0�h=4, and an increasing number of explicit reservoir sites 32; 128; and 512ð Þ. In the limit of an infinite number of
explicit lead states, the plateau extends to g ¼ 0, yielding the Landauer/Meir-Wingreen current (red dashed line). The vertical dotted black line
marks the region where the Markovian master equation is valid, which can be numerically reached by a sufficient increase of the number of
reservoir sites. Adapted with permission from Ref. [124].
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non-vanishing target coherence matrix blocks that can be
traced to the Green’s function-based “hairy-probes”
method.[156,157] Furthermore, the alternative utilization of
field-induced polarized boundary conditions compromises
the appropriate representation of the equilibrium state of the
reservoirs, as characterized by their respective Fermi-Dirac
occupations,[158] and may lead to possible violations of Pauli’s
exclusion principle.[157] Additionally, approaches based on
field-induced polarized boundary conditions are also practi-
cally limited to linear two-lead setups, where a uniform field
is applied along the main axis of the junction model to define
the initial reference state, whereas the original formalism is
equally valid for multi-terminal setups.[114] Despite these
limitations, the TDDFT implementation of the DLvN
approach[154] provided an important step forward towards the
accurate real-time simulation of electron dynamics in realistic
molecular junctions. Furthermore, this approach has been
extended to provide a TDDFT description of the molecule,
embedded within a tight-binding description of the leads,
resulting in a hybrid multiscale approach that can provide

first-principles accuracy of the dynamics of interest at a
considerably reduced computational cost.[155,159]

More recently, a spin-compensated TDDFT implementa-
tion of the DLvN approach that imposes open boundary
conditions via the site-to-state transformation was
presented.[160] While being more computationally demanding,
it was found to conserve both Pauli’s exclusion principle and
density matrix positivity within a numerically stable scheme.
First, the current dynamics of a simplified hydrogen chain
model was investigated, demonstrating how current density
variations can be explored using the developed approach
(Figure 7). The method was then applied to a more realistic
model junction, consisting of a benzene molecule bridging
two graphene nanoribbon leads, demonstrating how the
steady state emerges out of the initial transient dynamics
under different bias voltages.

Summary and Outlook

In this article, we have presented a concise overview of the
background, rationale, theoretical basis, formalism, exten-
sions, and applications of the driven Liouville von Neumann
methodology. This approach provides a physically motivated,
computationally efficient, and formally sound framework for
imposing non-equilibrium open boundary conditions on finite
quantum model systems that can be described by effective
single-particle Hamiltonians. In recent years, important
advances have been made both in terms of understanding the
formal foundation of the theory and its implementation,
especially in conjunction with first-principles treatments and
within multi-scale approaches. Further research opportunities
await, not only in terms of novel applications, but also in
terms of methodological development including, e. g., spin-
uncompensated and non-collinear spin treatments, time-
dependent bias and gate voltages, coupled electron-nuclear
dynamics,[133,134,156,161–166] and much more. Opportunities also
await in improvements of the numerical algorithms and their
implementations in state-of-the-art computational platforms.
A full-fledged first-principles implementation of the DLvN
approach, accounting for all these effects, is expected to have
broad impact on, e. g., the study of central problems in out-
of-equilibrium quantum thermodynamics, the simulation of
novel quantum computing setups, and the design of new
molecular electronics and spintronics devices.
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Figure 5. Application of the parameter free DLvN approach to an
extended Hückel non-orthogonal basis-set representation of a hydro-
gen-based molecular junction model consisting of an equi-spaced
(2Å) 110 atom extended-molecule chain bridging two 300 hydrogen
atom chain lead models (upper panel). The lower panel presents the
parameter-free DLvN (black line) and the microcanonical (red line)
time-dependent currents at a bias voltage of 0.5 V and reservoir
electronic temperatures of 0 K. The corresponding steady-state
Landauer current is presented as reference by the X mark. Insets:
lead state-dependent broadening factors calculated using the
parameter-free DLvN methodology (black “+” marks). Adapted with
permission from Ref. [132].
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