Lecture 1 -Mathematical Preliminaries
The Space R”

» R" - the set of n-dimensional column vectors with real components endowed
with the component-wise addition operator:

X1 1 X1+ wn
X2 Y2 X2 + Y2

A B ) ,
Xn Yn Xn + Yn

X1 )\Xl
X2 )\Xg
A = . ,
Xp AXp
> ej,ey,...,e, - standard/canonical basis.

» e and 0 - all ones and all zeros column vectors.
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Important Subsets of R”

> nonnegative orthant:

RY = {(Xl,XQ,...,Xn)T DXL, X0y ey Xp > 0}.

» positive orthant:

R, = {(Xl,XQ,...,X,,)T DXLy XDy ey Xy > 0}.
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Important Subsets of R”

> nonnegative orthant:

RY = {(Xl,XQ,...,Xn)T DXL, X0y ey Xp > 0}.

» positive orthant:

R, = {(Xl,Xz,...,X,,)T DXLy XDy ey Xy > 0}.

> If x,y € R", the closed line segment between x and y is given by

[x,y] = {x+ aly —x) : a €[0,1]}.

> the open line segment (x,y) is similarly defined as
(X7Y) = {x+a(y—x) Sa e (071)}
for x #y and (x,x) = ()
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Important Subsets of R”

> nonnegative orthant:

RY = {(Xl,XQ,...,Xn)T DXL, X0y ey Xp > 0}.

» positive orthant:

R, = {(Xl,Xz,...,X,,)T DXLy XDy ey Xy > 0}.

v

If x,y € R", the closed line segment between x and y is given by

[x,y] = {x+ aly —x) : a €[0,1]}.

v

the open line segment (x,y) is similarly defined as
(X7Y) = {x+a(y—x) Sa e (071)}

for x #y and (x,x) = ()
unit-simplex:

v

An:{xeR":xzo,eTx:l}.
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The Space R"™*"

» The set of all real valued matrices is denoted by R™*".
» |, - n x n identity matrix.

> 0,,xn - M X n zeros matrix.

Amir Beck “Introduction to Nonlinear Optimization” Lecture Slides - Mathematical Preliminaries 3/24



Inner Products
Definition An inner product on R" is a map (-,-) : R" x R” — R with the
following properties:

1. (symmetry) (x,y) = (y,x) for any x,y € R".

2. (additivity) (x,y +z) = (x,y) + (x,z) for any x,y,z € R".

3. (homogeneity) (Ax,y) = A(x,y) for any A € R and x,y € R".

4. (positive definiteness) (x,x) > 0 for any x € R" and (x,x) = 0 if and only
if x=0.
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Inner Products
Definition An inner product on R" is a map (-,-) : R" x R” — R with the
following properties:
1. (symmetry) (x,y) = (y,x) for any x,y € R".
2. (additivity) (x,y +z) = (x,y) + (x,z) for any x,y,z € R".
3. (homogeneity) (Ax,y) = A(x,y) for any A € R and x,y € R".
4. (positive definiteness) (x,x) > 0 for any x € R" and (x,x) = 0 if and only
if x=0.
Examples
» the “dot product”

n
(x,y) =x"y = iny,- for any x,y € R".
i=1

» the “weighted dot product”
n
<X,Y>w = Z WiXiYi,
i=1

where w € Rf} .
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Vector Norms

Definition. A norm || - || on R" is a function || - || : R" — R satisfying
> (Nonnegativity) |x|| > 0 for any x € R” and ||x|| = 0 if and only if x = 0.
> (positive homogeneity) |Ax|| = |\|||x|| for any x € R" and A € R.
> (triangle inequality) |[|x +y| < [[x|| + [ly|| for any x,y € R".
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Vector Norms

Definition. A norm || - || on R" is a function || - || : R" — R satisfying
> (Nonnegativity) |x|| > 0 for any x € R” and ||x|| = 0 if and only if x = 0.
> (positive homogeneity) |Ax|| = |\|||x|| for any x € R" and A € R.
> (triangle inequality) |[|x +y| < [[x|| + [ly|| for any x,y € R".

» One natural way to generate a norm on R” is to take any inner product (-,-)
defined on R", and define the associated norm

[[x]] = v/ (x,x), for all x € R"

» The norm associated with the dot-product is the so-called Euclidean norm or
h-norm:

n
> x?forall x € R".

i=1

[x[[2 =
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|,-norms

> the /,-norm (p > 1) is defined by x|, = ¢/>"7_; [xi|P.

» The /.,-norm is
IX|loo = max |x;].
i=1,2,...,n

» It can be shown that
Ixlloc = im_ ]

Example: /5 is not a norm. why?
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The Cauchy-Schwartz Inequality

Lemma: For any x,y € R™
X"yl < [Ix[| - [ly]l-
Proof: For any A € R:
x4+ Ay (|2 = [[x[|* +2x(x, y) + N*[|y|?

Therefore (why?),
4(x,y)* — 4]x|*ly[* <0,

establishing the desired result. O
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Matrix Norms

Definition. A norm || - || on R™*" is a function || - || : R™*" — R satisfying

1. (Nonnegativity) ||A|| > 0 for any A € R™*" and ||A|| = 0 if and only if
A=0.

2. (positive homogeneity) [|AA| = |A|||A]| for any A € R™*" and A € R.
3. (triangle inequality) ||A + B| < ||A|| + ||B] for any A,B € R".
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Induced Norms

> Given a matrix A € R™*" and two norms || - ||, and || - ||, on R" and R"™
respectively, the induced matrix norm ||Al|,  (called (a, b)-norm) is defined
by

[A]la6 = max{[[Ax[|p - [jx[ls < 1}.

» conclusion:
[Ax[[p < [|A]la,s

X[l
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Induced Norms

> Given a matrix A € R™*" and two norms || - ||, and || - ||, on R" and R"™
respectively, the induced matrix norm ||Al|,  (called (a, b)-norm) is defined
by

[A]la6 = max{[[Ax[|p - [jx[ls < 1}.

» conclusion:
[Ax[[p < [|A]la,s

X[l

> An induced norm is a norm (satisfies nonnegativity, positive homogeneity and
triangle inequality).

> We refer to the matrix-norm || - ||, as the (a, b)-norm. When a = b, we will
simply refer to it as an a-norm.
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Matrix Norms Contd

» spectral norm: If || - |l =1 - |lo = || - ||2, the induced (2,2)-norm of a matrix
A € R™*" is the maximum singular value of A

||A||2 = ||A||272 = )\max(ATA) = Umax(A)a

This norm is called the spectral norm.
> h-norm: when |- = [[o = -|
matrix A € R™*" is given by

1, the induced (1,1)-matrix norm of a

m
1Al ZJZQTE?S’”; [Aijl-
=

> /o-norm: when |-l ="l = || - ||co, the induced (o0, 00)-matrix norm of a
matrix A € R™*" is given by

n
Al = ;:L"}?.f,mz |Aij
j=1
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The Frobenius norm

m n
Sy A, AcRr™"

i=1 j=1

|A]lF =

The Frobenius norm is not an induced norm.
Why is it a norm?
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Eigenvalues and Eigenvectors
> Let A € R"*". Then a nonzero vector v € R" is called an eigenvector of A if
there exists a A € C for which
Av = \v.

The scalar A is the eigenvalue corresponding to the eigenvector v.

> In general, real-valued matrices can have complex eigenvalues, but when the
matrix is symmetric the eigenvalues are necessarily real.
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Eigenvalues and Eigenvectors

> Let A € R"*". Then a nonzero vector v € R" is called an eigenvector of A if
there exists a A € C for which

Av = \v.

The scalar A is the eigenvalue corresponding to the eigenvector v.

> In general, real-valued matrices can have complex eigenvalues, but when the
matrix is symmetric the eigenvalues are necessarily real.

> The eigenvalues of a symmetric n x n matrix A are denoted by

A(A) > Xa(A) > ... > M\ (A).

» The maximum eigenvalue is also denote by Amax(A)(= A1(A)) and the
minimum eigenvalue is also denote by Amin(A)(= An(A)).
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The Spectral Factorization Theorem

Theorem. Let A € R"*" be an n X n symmetric matrix. Then there exists
an orthogonal matrix U € R™" (UTU = UUT =1) and a diagonal matrix
D = diag(d, d>, . . ., d,) for which

U"AU = D.
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The Spectral Factorization Theorem

Theorem. Let A € R"*" be an n X n symmetric matrix. Then there exists
an orthogonal matrix U € R™" (UTU = UUT =1) and a diagonal matrix
D = diag(d, d>, . . ., d,) for which

U"AU = D.

» The columns of the matrix U constitute an orthogonal basis comprising
eigenvectors of A and the diagonal elements of D are the corresponding
eigenvalues.

» A direct result is that Tr(A) = Y7, A;(A) and det(A) = N7_; \;(A).
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Basic Topological Concepts
» the open ball with center ¢ € R"” and radius r:

Ble,r)={x:|x—c| <r}.

» the closed ball with center ¢ and radius r:

Ble,r] ={x:|x—c| <r}.
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Basic Topological Concepts
» the open ball with center ¢ € R"” and radius r:

Ble,r)={x:|x—c| <r}.

» the closed ball with center ¢ and radius r:
Ble,r] ={x:|x—c| <r}.

Definition. Given a set U C R", a point c € U is called an interior point of U if
there exists r > 0 for which B(c,r) C U.

The set of all interior points of a given set U is called the interior of the set and is
denoted by int(U):

int(U) = {x € U: B(x,r) C U for some r > 0}.
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Basic Topological Concepts
» the open ball with center ¢ € R"” and radius r:

Ble,r)={x:|x—c| <r}.

» the closed ball with center ¢ and radius r:

Ble,r] ={x:|x—c| <r}.

Definition. Given a set U C R", a point c € U is called an interior point of U if
there exists r > 0 for which B(c,r) C U.

The set of all interior points of a given set U is called the interior of the set and is
denoted by int(U):

int(U) = {x € U: B(x,r) C U for some r > 0}.

Examples.
nt(R}) = RY,,
int(Ble,r]) = B(c,r) (ceR"reRiy),
int(jx,y]) = ?

Amir Beck “Introduction to Nonlinear Optimization” Lecture Slides - Mathematical Preliminaries 14 / 24



open and closed sets

> an open set is a set that contains only interior points. Meaning that
U = int(U).

> examples of open sets are open balls (hence the name...) and the positive
orthant R .

Result: a union of any number of open sets is an open set and the intersection of
a finite number of open sets is open.
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open and closed sets

> an open set is a set that contains only interior points. Meaning that
U = int(U).
> examples of open sets are open balls (hence the name...) and the positive
orthant R .
Result: a union of any number of open sets is an open set and the intersection of
a finite number of open sets is open.
> aset UCR"is closed if it contains all the limits of convergent sequences of
vectors in U, that is, if {x;}7°; C U satisfies x; — x* as i — oo, then x* € U.
> a known result states that U is closed iff its complement U€ is open.
> examples of closed sets are the closed ball Blc, r], closed lines segments, the
nonnegative orthant R/ and the unit simplex A,,.

What about R"?(0?
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Boundary Points

Definition. Given a set U C R", a boundary point of U is a vector x € R"
satisfying the following: any neighborhood of x contains at least one point in U
and at least one point in its complement U°.
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Boundary Points

Definition. Given a set U C R", a boundary point of U is a vector x € R"
satisfying the following: any neighborhood of x contains at least one point in U
and at least one point in its complement U°.

> The set of all boundary points of a set U is denoted by bd(U).
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Boundary Points

Definition. Given a set U C R", a boundary point of U is a vector x € R"
satisfying the following: any neighborhood of x contains at least one point in U
and at least one point in its complement U°.

> The set of all boundary points of a set U is denoted by bd(U).
Examples:

(C S Rn, r R++),bd(B(C, r
(C € Rn7 r e R++),bd(B[C, r

—a ~—
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Closure

> the closure of a set U C R" is denoted by cl(U) and is defined to be the
smallest closed set containing U:

cl(U) = ﬂ{T :UCT,T is closed }.

> another equivalent definition of cl(U) is:

cl(U) = UUbd(U).

Examples.
CI(R1+) = )

(C S Rn’ re R++)’CI(B(C7 r))

(x #y),cl(x,y))
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Boundedness and Compactness

> Aset UC R"is called bounded if there exists M > 0 for which U C B(0, M).
> Aset UCR"is called compact if it is closed and bounded.

> Examples of compact sets: closed balls, unit simplex, closed line segments.
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Directional Derivatives and Gradients

Definition. Let f be a function defined on a set S C R". Let x € int(S) and let
d € R". If the limit

im f(x+td) — f(x)
t—0+ t

exists, then it is called the directional derivative of f at x along the direction d
and is denoted by f'(x;d).

» Forany i=1,2,...,n, if the limit
f te;) — f
im (x + te;) — f(x)

t—0 t

exists, then its value is called the i-th partial derivative and is denoted by
of
a(x)

> If all the partial derivatives of a function f exist at a point x € R”, then the
gradient of f at x is
of
g (X)

Vi) = | ¢

56 (%)
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Continuous Differentiability

A function f defined on an open set U C R" is called continuously differentiable
over U if all the partial derivatives exist and are continuous on U. In that case,

f'(x;d) = VF(x)"d, xec U,decR"
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Continuous Differentiability

A function f defined on an open set U C R" is called continuously differentiable
over U if all the partial derivatives exist and are continuous on U. In that case,

f'(x;d) = VF(x)"d, xec U,decR"

Proposition Let f : U — R be defined on an open set U C R". Suppose
that f is continuously differentiable over U. Then

im f(x+d)— f(x) — VFf(x)Td

Jim d| =0 for all x € U.

Amir Beck “Introduction to Nonlinear Optimization” Lecture Slides - Mathematical Preliminaries 20 / 24



Continuous Differentiability

A function f defined on an open set U C R" is called continuously differentiable
over U if all the partial derivatives exist and are continuous on U. In that case,

f'(x;d) = VF(x)"d, xec U,decR"

Proposition Let f : U — R be defined on an open set U C R". Suppose
that f is continuously differentiable over U. Then

im f(x+d)— f(x) — VFf(x)Td

Jim. d| =0 for all x € U.

Another way to write the above result is as follows:
Fly) = f(x) + VF(x)"(y —x) + o(lly — x|}),
where o(-) : Rl — R is a one-dimensional function satisfying @ —0ast—0".

Amir Beck “Introduction to Nonlinear Optimization” Lecture Slides - Mathematical Preliminaries 20 / 24



Twice Differentiability

» The partial derivatives

% are themselves real-valued functions that can be

partially differentiated. The (/,/)-partial derivatives of f at x € U (if exists)

is defined by

Amir Beck

#1018
0x;0x; T 9x '
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Twice Differentiability

» The partial derivatives % are themselves real-valued functions that can be

partially differentiated. The (/,/)-partial derivatives of f at x € U (if exists)

is defined by
e 0(5)

0x;0x; X) = Ox; (x).

» A function f defined on an open set U C R" is called twice continuously
differentiable over U if all the second order partial derivatives exist and are
continuous over U. In that case, for any i # j and any x € U:

O*f O%f
Ox;0x; (x) = Ox;0x; (x).
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The Hessian

The Hessian of f at a point x € U is the n X n matrix:

2%f

Oxf

82f
v2 f(X) _ Oxp0x1

2%f
OxpOxy

2%f
Ox10xp

5°f

2
Ox5

2%f
OxpnOxp

2f
Ox1Oxn

2°f
Ox2

> For twice continuously differentiable functions, the Hessian is a symmetric

matrix.
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Linear Approximation Theorem

Theorem. Let f : U — R be defined on an open set U C R". Suppose that
f is twice continuously differentiable over U. Let x € U and r > 0 satisfy
B(x,r) C U. Then for any y € B(x, r) there exists £ € [x, y] such that:

F(y) = () + V)T (y %) + 5y — %) PA(E)(y ).
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Quadratic Approximation Theorem

Theorem. Let f : U — R be defined on an open set U C R". Suppose that
f is twice continuously differentiable over U. Let x € U and r > 0 satisfy
B(x,r) C U. Then for any y € B(x, r):

F(y) = f(x) + VF(x)"(y —x) + %(y = x) "V (x)(y = x) + o([ly — x||).
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