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This paper is motivated by empirical observations on the comove-
ments of currency velocity, inflation, and the relative size of the
credit services sector, We document these comovements and incor-
porate into a monetary growth maodel a credit services sector that
provides services that help peaople economize on money. Qur
maodel makes two new contributions. First, we show that direct evi-
dence on the appropriately defined credit service sector for the
United States is consistent with the welfare cost measured using
an estimated money demand schedule. Second, we provide esti-
mates of the welfare cost of inflation that have some new features,

I. Introduction

This paper is motivated by a variety of empirical observations, to be
described later, on the comovements of currency velocity, inflation,
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and the relative size of the credit services sector. By the credit services
sector, we mean the part of the banking and credit sector that pro-
vides means of transactions other than currency as well as other ser-
vices that help people econemize on currency. These observations
motivate our development of a monetary growth model in which a
costly credit services sector provides means of transactions other
than currency, as in the model of Gillman (1993).

Aside from being consistent with the empirical observations that
motivate our modeling, our model makes two new contributions.
The first is to show that direct quantitative evidence on the welfare
cost of low inflation is consistent with the welfare cost as measured
by using an estimated money demand curve following the classic
analysis of Bailey (1956} and the more recent analysis of Lucas
(1993). This is done by showing that the model establishes a link
between money demand and the welfare cost of inflation on the one
hand and the welfare cost of inflation and the relative size of the
credit services sector on the other hand.! We then show that when
the model is calibrated from a semilog money demand function
estimated from U.S, daca, the resulting welfare cost estimate is re-
markably consistent with direct measures of the relative size of an
appropriately defined credit services sector for the United States:
essentially the cost incurred by banks and credit unions in providing
demand depaosit and credit card services. The welfare cost of infla-
tion under either measure is about 0.5 percent of gross national
product (GNP).

The second contribution of this paper is to provide estimates of
the welfare cost of inflation that have some new features. We find
that the total welfare cost of inflation 1s bounded at a fairly low level.
The total welfare cost of inflation in our model reflects two distinct
effects of inflation. The first is the effect noted above, that inflation
affects the share of total outpuc that is devoted to transaction services
provided by the credit services sector. The second is that inflation
distorts labor supply and investment decisions and thereby affects
total output as in Stockman (1981) and Cooley and Hansen (1989,
1991). It turns out that the nature of the inflation-induced distor-
tions in labor supply and capital accumulation depends on the func-
tonal form of the money demand function. For our specification,
which fits U.S. data quite well, these costs are bounded no matter
how high inflation is. Further, the relative size of the credit services

views expressed herein are those of the authors and not necessarily those of the
Federal Reserve Bank of Minneapolis or the Federal Reserve System.

! See Lucas (1998, p. 33) for a discussion of the welfare implications of resources
used for providing transaction services.
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sector also remains bounded with inflation. Consequently, the total
welfare cost of inflation remains bounded with inflation. For our
parameterization, this bound occurs at about 5 percent of consump-
tion.

The rest of this paper is organized as follows. In Section II, we
describe the empirical ohservations concerning comovements in
inflation, M0 velocity, and the relative size of the banking and credit
sector that motivate our study and modeling approach. In Section
I1I, we describe gur model and show that it is consistent with these
observations. In Section IV, we pravide direct quantitative evidence
on the welfare cost of low inflation and show that this evidence is
consistent with the welfare cost measured using an estimated money
demand curve. In Section V, we describe our maodel’s quantitative
implications for the welfare cost of inflation. Finally, in Section VI,
we offer some concluding remarks cancerning the robustness of our
results to alternative specifications.

II. Comovements in Inflation, Velocity, and the
Relative Size of the Banking and Credit¢
Sector

In this section, we provide some evidence of comovements among
inflation, M0 velacity, and the relative size of the banking and credit
sector. This evidence is of two types. First, we show that in high-
inflation countries, movements in velocity and the relative size of
the banking and credit sector tend to parallel movements in infla-
tion. Our evidence comes from Israel, Argentina, and Brazil, which
experienced episodes of very high inflation during the 1980s, and
from Austria, Hungary, Poland, and Germany, which experienced
hyperinflations after World War I. Second, we show that for the
United States, even after one accounts for the comaovements of veloc-
ity with inflation, there is residual comovement between velocity and
the relative size of the banking and credit sector in post-World War
II data.

We acknowledge that the relative size of the banking and credit
sector is an imperfect proxy for the relative size of the credit services
sector. Banks perform many functions other than those that help
people economize on currency, and many functions that help peo-
ple economize on currency are performed outside of banks. Unfor-
tunately, data limitations compel us to use these crude proxies. How-
ever, we feel it is plausible that for countries that have experienced
episodes of very high inflation aver a relatively short period of time,
most of the movements in the relative size of the banking and credit
sector are due to changes in services that help people economize
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on currency. In our discussion of velocity, we use M0 as the measure
of money. We feel that this is appropriate for our purposes since
we make the relevant distinction in our analysis between costlessly
provided outside money and costly inside monies.

We first describe abservations from some high-inflation countries.

High-Inflation Countries

The strong association between the relative size of the banking and
credit sector and inflation is most transparent in economies that ex-
perienced an accelerating inflation and then an end to the inflation
period. In figure 1a, we display data on inflation, the share of em-
ployment in banks, and the total number of bank accounts for Israel,
which experienced a period of high and accelerating inflation from
1970 to 1985. This figure shows a significant upward trend in the
share of employment in banks and in the number of bank accounts
from 1968 to 1985. In July 1985, the Israeli government imple-
mented a stabilization program, which resulted in an abrupt drop
of the annual inflation rate from a high of close to 500 percent to
a low of 16-20 percent. During the period from 1986 to 1989, the
share of employment in banks and the total number of bank ac-
counts dropped.?

Argentina also experienced a protracted period of accelerating
inflation, as shown in figure 14. In April 1991, the Argentinean gov-
ernment implemented a stabilization program that abruptly re-
duced the annual inflation rate from close to 350 percent to 10 per-
cent over a period of several months. Figure 15 shows a strong
positive relationship between the employment share in the banking
sector and the inflation rate as measured by the consumer price in-
dex.? The banking employment share increased rapidly during the
years 1975 and 1976, a period in which the annual inflation rate
exceeded 150 percent. The banking employment share peaked in
1980 and then gradually fell thereafter. The number of bank
branches shows a similar pattern of comovement with inflation.

Brazil also experienced a long period of accelerating inflation dur-
ing the 1980s. The latest effort to reduce the infladon rate in Brazil
began in December 1994, and it is still too soon to get data for the
postinflation period. However, recent reports (see, e.g., ‘‘Brazil:

*Data on the number of teller machines per 100 people and the area of
banks per 1,060 people also show a similar pattern of comovement with inflation
{see Alyagari and Fckstein 1966, table 1).

* The measure of banking sectar employment summarized in this figure includes
employees in private banks, public banks, and other financial entities. Employees
of the central bank of Argentina are excluded.
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Fic. 1.—Banking sector indicators for Israel, Argentina, and Brazil. ¢, Israel,
1968-89; b, Argentina, 1951-92; », Brazil, 1970~-87.

Banking, It's Wonderful,”” 1995} suggest thac the story of Israel and
Argentina is being repeated in Brazil. Figure 1¢displays data on the
value-added share of the financial sector in gross domestic product
(GDP) and data on inflation in Brazil. Once again, we see that the
long period of accelerating inflation is accompanied by an increase
in the reladve size of the banking sector. Evidence on check clearing
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is also consistent with this view. During the late 1980s, Brazil cleared
nearly twice as many checks annually {relative to GNP} as the United
States. Mareaover, checks were cleared faster in Brazil than in the
United States. Evidence from Brazil and Argentina also indicates
that banks tend to largely abandon traditional banking activities dur-
ing high-inflation periods and focus, instead, on activities that help
individuals economize on their holdings of cash.*

Wicker (1986) documents sharp increases in unemployment in
the banking sector in Austria, Hungary, and Poland during the post-
stabilization period in the 1920s. With reference to the Hungarian
case, Wicker states that

the most striking thing about these figures [incidence of
trade union unemployment] is the extraordinary increase
in the number of unemployed in the financial sector—31.5
percent of the total net increase of 13,000. All of this in-
crease can he atiributable to the ending of hyperinflation
which had increased substantially the money market as well
as ather operations of the commercial banks. [P. 358]

For Austria, Wicker describes a similar pattern in which 10,000
workers in the banking sector lost their jobs immediately after stabili-
zation. With regard to the German hyperinflation of the early 1920s
and its stabilization, Bresciani-Turroni (1937), Graham (1967}, and
Garber (1982) indicate that there was a substantial increase in em-
ployment in the banking sector during the period of accelerating
inflation and a decrease in employment in that sector after stabiliza-
tion.

A Low-Inflation Country: The United States

The United States has never experienced such severe bouts of infla-
tion. as the cauntries described above, Still, even in the United States,
there is statistical evidence that points to comovements between indi-
cators of the banking sector and velocity. This point is illustrated in
figure 2, which displays the time series of actual inverse velocity and
its fitted values for two alternative regressions. The first set of fitted
values is based on a regression of inverse M0 velocity on the nominal
interest rate and a constant.® The second set of fitted values adds

*During periods of high inflation, banks make huge returns on the float they
hold. “Brazil: Banking, 1t's Wonderful™ naotes that the top 40 Brazilian banks made
as much from managing float as from traditional banking activities.

* Qutput is measured using GNP less net exports and government purchases, and
the nominal interest rate is measured using the commercial paper rate. The data
are annual, and the sample period runs from 1930 o 1984,
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the employment share of the banking sector in total employment
to the list of right-hand-side variables.®

First, notice that regression 1 captures well the secular movements
in inverse velocity. However, large swings in the nominal interest rate
in the period after 1965 produce fluctuations in predicted inverse
velocity, from regression 1, that are at odds with the actual time path
of inverse velocity. This phenomenon has been the source of a large
literature on the stability of money demand and has provided the
fuel for a debate that questions the usefulness of money aggregates
as indicators of monetary policy.”

A number of studies suggest that economic activity in the financial

# The employment share of the banking sector in total employment is the ratio
of employment of full-time and parttime emplayees in the banking sector to total
employment of full-time and part-time employees. Both time series are taken from
table 6.6B of the National Income and Praduct Accounts and are reported in various
1ssues of the Survey of Current Business.

" The literature on this issue has not reached a firm conclusion (see, e.g., Goldfeld
and Sichel 1990; Mishkin 1998, pp. 548-53). Recently, though, Lucas (1988) and
Stack and Watson (1993) have considered specifications like regression 1 and ar-
gued that rhere is a stable long-run relationship between money, output, and interest
rates.
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sector is carrelated with velocity (see, e.g., Judd and Scadding 1982;
Dotsey 1985; Melnick 1995). Regression 2 follows this suggestion. It
can be seen, by a visual inspection of figure 2, that predicted inverse
velocity smoothly follows actual velocity. This is also borne out by
the improvement in R* These results indicate that movements in
inverse velocity are strongly correlated with one measure of the size
of the banking sector.?

In the next section, we describe our monetary growth model and
show that this model predicts comovements between indicators of
the size of the banking sector and inflation and comaovements be-
tween indicators of the banking sector and velocity that are consis-
tent with the observations from the high-inflation episodes of Argen-
tina, Brazil, and Israel as well as the regression results for the United
States.

III. A Monetary Growth Model with Credit
Goaods Praduction

We use a variant of the cash-in-advance (CIA} model. The key fea-
ture of our model is that cash goods and credit goods are perfect
substitutes in consumption and investment but differ in their pro-
duction technologies. Specifically, the production of credit goods is
a resource-using activity.’ The model is a competitive equilibrium
model and is described in terms of the behavior of its three deci-
sion units—namely, the households, the producers, and the govern-
ment—and in terms of the equilibrium conditions. We start by de-
scribing the technology and the behavior of the representative
producer,

The Technology and Producer Optimization

Tatal output, denoted ¥¥, is produced using capital (X,} and labor
(N,) with a constant returns to scale production function F. Total
output can be used to produce goods (¥;) for investment and ¢on-
sumption on a one-to-one basis or can be used to produce credit

$ Note that the estimated value of the interest elasticity is much lower in regression
2. We artribute this decline in the estimated value of the interest elasticity to the
88 simple correlation between the employment share of the banking sector and
the nominal interest rate. '

¥ This approach is unlike the cash goods/credit goods model of Licas and Stokey
(1987}, in which cash goods and <redit goods are perfect substitutes in production
but not in preferences. The approach is similar to that of Gillman (1993). For exam-
ple, our approach says that gasoline is gasoline, regardless of whether one pays for
1t with cash or credit,



1282 + JOURNAL OF POLITICAL ECONOMY

services (5,), where one unit of credit services requires g, units of
total output. Therefore, we have

Yi = F(K,8N) =Y + anL- (1)

The labor-augmenting technology shock 6, is assumed to follow a
trend stationary stochastic process with an average growth rate of g
The cost of producing credit services 4y 1s assumed to follow a sta-
tionary stachastic process. Later, we shall assume that the produc-
tion function Fis Cobb-Douglas so that data on the labor share can
be used to estimate its parameter. Empirically, the labor share in
the banking and credit sector is not much different from the labor
share in GNP. The goods-producing sector of the madel is identified
with GNP less net exports, government purchases, and value added
i the banking and credit sector. Using U.S. annual data from 1947
to 1989, we find labor shares of .62 and .59 in the banking and credit
sector and the goods-producing sector, respectively.

The output of goods ¥, is assumed to be uniformly distributed
across a continuum of types indexed by z€ [0, 1]. A unit of the type
2 good can be used in two ways: It can be used to produce a unit of
the cash good on a one-to-one basis, or it can be combined with
R (z, €) units of credit services and used to produce a unit of the
credit good. We assume that @ is strictly increasing in z with (0,
€) = 0. That is, a good that is indexed with a higher value of z re-
quires more services to be transformed into a credit good.”” A ran-
dom variable ¢,is assumed to follow an exogenous stationary stochas-
tic process that is independent of 6, and g,

A unit of the type z good (either a cash good or a credit good)
can be either consumed or used for gross investment, that is, to pro-
duce new capital goods." If we let i, and #,(z).be gross investment
and the amount of the type z good used for gross investment, then
the technology for gross investment is the following Leontief fixed-
coefficients type:

i, = infli,(z)}. (2)

a

We now describe some implications of producer optimization. Ic
is obvious that p./p,, = q,, where p,,and P« denote the prices of cash
goods and credit services, respectively. Further, w, = 6 ,F, (X, a.N,)

" This specification of the technology for prodicing credit goods is similar to that
of Gillman (1993).

""Thus we do not arbitrarily designate consumption goods as cash goods and
investment goods as credit goods as, e.g., Cooley and Hansen (1989) do.
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and r, = Fi{K,, ,N)), where w, and r,are, respectively, the wage and
the rental on capital in units of the cash good. Letting f4,(z) denote
the price of type z credit goads, we have

paulz) = o t Pug‘?-(za €)= pu[l + Qsth(za €)1, (3)

which follows from the fixed-coefficients technology for the produc-
tion of credit goods. Notice that our assumptions on R(-) imply that
the credit price of a good is increasing in the type index z.

The Representative Household

There is a representative infinitely lived household that has one unit
of labor endowment available each period. The household con-
sumes the amount ¢(z) of type z goods and supplies the amount #,
of labor input in each period ¢ The household’s preferences are
given by the following expected discounted sum of utilities of con-
sumption and leisure:

EO{Z BtU(Cts 1 - n!):|s 0 < B< 1: (43)
il

where
¢, = infle,(z}} (4b)
is (composite) consumption.'?
The household purchases ¥,(z) units of the type z good and uses

these goods for consumption and gross investment. In view of (2}
and {4b), we have

t{z) = 1,
cfz) = ¢, (5a)
%.(z) =%, for all z,

where
=6t i =+ ke — (1 - 8k, (5h)

Itn (Bb), k,is the stock of capital that the household has at the hegin-
ning of period ¢ and 8 is the depreciation rate of capital.

We now describe the household’s optimization problem. We start
with the household's CIA and budget constraints. The total pur-
chases %, will be partly in the form of cash goods and partly in the

12 Our specification is the same as that used by Schreft (1992).
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form of credit goads. Since the cash price of goods is constant across
types, whereas the credit price of goods is increasing in the type index
z, there will be a particular cutoff index z¥ such thac the household
will purchase goodswith indices below 2} as creditgoods and purchase
goads with indices above z as cash goods. Thus purchases of credit
goods equal ¥,z and purchases of cash goods equal (1 — z¥).

In addition to capital, the household begins period ¢ with m, units
of money and &, units (in terms of face value) of nominal bonds.
The household also receives nominal lump-sum transfer payments
from the government in the amount of X, As is usual in CIA models
of money, there is a financial market in which the household can
rearrange its portfolio of money and bonds. Once this is done, the
financial market closes and the goods markets (for purchasing cash
goods and credit goods) open. In the cash goods market, the house-
hold can purchase cash goods subject to the following CIA con-
straine:

mwm, + X,g + ﬂ _ bﬁ.[
Pu ﬁu (1 + RL)PM
where R, is the nominal interest rate from ¢ to { + 1. Note that the
left side of (6} is the amount of cash the household has available

after the close of the financial market.
The household’s budget constraint is

=%l — 27), (6)

mt X by wn, + vk = o (1 — 2f)
P Pu (7)
o
B b (L Rapy

where J:,’ ¥ fa.(z)dz is the total nominal cost of purchasing credit
goods.

Note that wage and rental income is received after the close of the
financial market and cannot be used for purchases of cash goods.
Further, labor and capital services are treated as costless credit
goads; that is, they do not require credit services for exchange.

The household maximizes the expected discounted sum of utili-
ties in (4a) subject to the following constraints: total purchases equal
purchases for consumption and investment (5b), the CIA constraint
(6}, and the budget constraint (7). The solution to the consumer’s
optimization problem is characterized by the following first-order
necessary conditions (FONGCs):
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Ul,t w

u N 1+, (8a)
U'c.-! — BE Q,m(ﬁu/ﬁl,m)(l + RtH) (Sb)
1+ 1, ! 1+ Ty ’
U, = BE, [(%) Uml], (8¢)
1
#
] + R, = pﬂ‘;‘ ), (8d)
1t
where
3
f paulzidz
l+7,=(1-21+R) ++—— (9}

20

and U, ,and U, ,denote the marginal utilities of leisure and consump-
tion, respectively, in period .

Gouvernment

The government sets the money growth rate x, = (M., — M,) /M,
in such a way that x, follows a stationary stochastic process that is
independent of {8,, ¢, €.

Equilibrium
The following conditions (which are pretty self-explanatory) need
to hald in equilibrium:

F(Kn GINI) = YE + q:ISE: (loa)
Y= Y¥,=0C+ KIH - (1 - a)Ku (10]3}
YeJ Rz e)dx = 8§, (10c)

f

and
(ke 14y € my) = (K, N, Gy My}, with Ky, My given.  (10d)

In (10c), the expression on the left is the total amount of credit
services used in producing credit goods.

This completes the description of the model.

We now show that the qualitative predictions of the model are
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consistent with the empirical observations in Section II. These abser-
vations are that inflation, the relative size of the banking and credit
sector, and velocity tend to comove and that there is residual co-
movement between the relative size of the banking and credit sector
and velocity, even after one accounts for the comovement due to
inflation. The key element of our model, on which its implications
rest, is the link between money demand and the value-added share
of the credit services sector, which we now proceed to derive.

Money Demand

The money demand function in our model is derived from the
household’'s FONC (8d}), which is a Baumol (1952} -type condition
that sets the oppartunity cost of cash equal to the cost of credit ser-
vices for the marginal good. Either a household can purchase an
extra unit of the cash good at price g, by borrowing in the financial
market at the interest rate R, thereby reducing its cash holdings at
¢ + 1, or it can purchase a unit of the marginal credic good (with
index z{*) at the price ps.(2¥), reducing its cash holdings in period
t + 1. Since cash goods and credit goads are perfect substitutes in
consumption and investment, the marginal condition (8d) must
hold.
We can use (3) to rewrite (8d) in the following way:

R, = qﬂ%(?—f‘, €,}. (11)

This condition determines the cutoff index z¥ as illustrated in figure
3. Goods with indices lower than 2§ are purchased as credit goods,
and goods with indices higher than z{ are purchased as cash goods.
If the relative price of credit services is held fixed, an increase in
the nominal interest rate leads to an increase in the fraction of goods
bought on credit (since R is increasing) and, hence, a decrease in
the fraction of goods bought with cash.

Letting m, = M,/ p, denote real balances and noting that (10b)
and the CIA constraint imply that zf = 1 — (m,/ V}}, we can rewrite
(11) to obtain the following inverse money demand function for our
model:

R.o=q¢3|1 - % el (19)

4

From this equation, we see that the money demand function for our
maodel reflects the technology for producing credit goods.
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A

qsfR(z)

e} .
Zf 1 z

“« credit goods —» € cash goods

¥

F1c. 3.—Credit goods production. Area A equals resources used for credit goods
{a]), area A + B equals the effective inflation tax rate (1,), and area B + & equals
resource saving from money.

Credit Services

Let ¢, = ¢,5/Y¥ denote the value-added share of credit services in
GNP. We now derive the relation between ¢, and money demand.
To exhibit this, it is convenient to let a, denote ¢, times the integral
in (10¢). Thus &, measures the amount of credit services used {in
units of goods} per unit of goods produced (see area A in fig. 3 for
an illustration}. Note that 4,1s also the area under the inverse money
demand curve normalized by the highest possible value of real bal-
ances, To see this, let A, denate the area under the inverse money
demand curve and note chat

a, = L R (2, €,)dz = == (13)
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The relation between a, and ¢, 1s as follows:

95 _ 4,

a, = Tz, €)dz = — 14

Equation (I14) exhibits the key link in our model between the
value-added share of the credit services sector and money demand.
This link arises because in our model, the area under the inverse
money demand curve measures the amount of credit services that
are used, which implies that anything that affects velocity will affect
the value-added share.

Comguements with Inflation

Equation (14) implies a positive comovement between inflation and
the relative size of the credit services sector. As inflation and the
nominal interest rate rise, the opportunity cost of cash goods rises
and pushes consumers to purchase fewer cash goods and more
credit goods (see [12] and fig. 3). Thus real balances fall, velacity
rises, and the share of credit goods in total goods rises. The fall in
real balances raises the normalized area under the inverse money
demand curve a. Equivalently, the greater quantity of credit goods
requires a greater quantity of credit sexvices (see [14] and fig. 3).
Hence, capital and labor move into the credit services sector, and
its value-added share (¢,) rises. Thus our model can account for the
comovement among inflation, velocity, and the relative size of the
banking and credit sector.

Our model is also consistent with the strong linkage between in-
verse velocity and the employment share of the banking and credit
sector that remains after one accounts for comovement due to infla-
tion {see fig. 2 and the discussion in Sec. II). This is true because,
in addition to inflation, improvements in the technologies for pro-
ducing credit services and credit goods can generate comovements
between velocity and the value-added share of credit sexvices. Such
technological improvements can be interpreted as decreases in g,
and in €, Both of these types of decreases lower the cost of buying
goods on credit and thereby increase the share of credit goods, re-
duce money demand, and, hence, raise currency velocity. Noting
that z¥ = 1 — (m,/Y,) and using (12) and (14), we can express m,/ ¥,
and @, as functions of (R, q,, €,):

% = M(R,, q., €) (15a)

¢
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and
¢£ = (D(Rh qsh EI)‘ (15b)

Therefore, movements in velocity that are unexplained by interest
rates ought to be correlated with movements in the value-added
share that are unexplained by interest rates. Alternatively, the value-
added share ¢, (equivalently, the employment share) ought to im-
prove the fit of the money demand equacion. Thus our model is
consistent with figure 2, which is discussed in Section II

Having shown that our model is consistent with the qualitative
evidence linking inflation, currency velocity, and the banking and
credit sector, we now examine direct quantitative evidence an the
welfare cost of inflation, which is consistent with an empirically esti-
mated money demand function. This evidence is ane of the two
main contributions of this paper and is described in the next section.

IV. Direct Quantitative Evidence of the Welfare
Cost of Inflation

As we have previously discussed, a key feature of our model is that
a rise in inflation leads to an expansion of the credit services sector.
It is easy to see that resources allocated to this sector represent a
social waste. In order to focus on this misallocation of resources, let
us assume temporarily that labor supply is inelastic and fixed at n
and that gross investment is exogenously fixed at the constant frac-
tion (g + &} of the capital stock so that the capital stock grows exog-
enously at the same rate as 0. We can rewrite (10b} using (10a} as
follows:

Co+ Ky — (1 — 8K =Y, = (1 — 0)F(K, Omn,). (16)

Now nate that when the nominal interest rate is zero, all goods
are sold as cash goods, and the share of credit goods =z} is zero (see
[11] and fig. 3). Hence, the normalized area under the inverse
money demand curve 4, is zero, and thereby the value-added share
¢, is zero (see [13] and [14]). It follows that consumption is at its
highest. When the nominal interest rate is positive, ¢ is positive and
acts as a tax on GNP, which reduces consumption and, hence, wel-
fare. It is obvious that ¢ is an exact measure of the loss in consump-
tion, relative to GNP, when total resources are held fixed. Thus we
have shown that resources diverted to the credit services sector from
the goods production sector are misallocated and that the value-
added share in the credit services sector is one component of the
welfare cost of inflation.

Therefare, ane way to measure the welfare cost of inflation is to
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directly measure the relative size of an appropriately defined credit
services sector. A second way to measure the welfare cost of inflation
15 to calculate the area under the inverse money demand curve (with
¥, held fixed). To see that this is equivalent, note that the welfare
cost {denoted AW) can be written as

=

AW,= —AC, = OF(K, 8,n,) = ¢85, = q,Y,I Rz, e)dz
0

(17)

¥
J g R I—E,e dm.
¥

My !

Thus, from the last equality in (17), we see that the welfare caost
carresponds exactly to the area under the inverse money demand
curve."

We now provide empirical evidence from U.S. data, which shows
that the area under an estimated money demand curve does, indeed,
match well with direct measures of the relative size of an appropri-
ately defined credit services sector for the United States.

We first describe how the model is parameterized.

Parameterization

We starc with cthe specification of the money demand function. The
anly restrictions on the functional form of money demand are that
it have a unit income elasticity, be decreasing in the nominal interest
rate, and be bounded, even as the nominal interest rate gaes to zero
(see [12]). The last restriction is due to the CIA nature of our model
so that money demand remains bounded by ¥,. Thus our model
accommodates a wide variety of functional forms for money demand
within a one-sector monetary growth model with standard specifica-
tions of preferences, technology, and growth and can be calibrated
from empirically estimated money demand functions. We use the
semilog form of money demand. This specification can be obtained
from the following specification of the R() function:

Rz €) = —nln(l ~ 2) —e]. (18)

This specification leads to the following semilog specification of
money demand:

This is the component of the welfare cost of inflation captured in the models
of Lucas (1993). Itis interesting to note that Lueas finds his numbers to be approxi-
mately the same as the area under the inverse money demand curve; in our model,
they are exactly the same as this area.
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—hy
q.M

Before we estimate the parameters of the model, equation (19)
has to be converted from the time frequency of the model to the
frequency of our data, which is annual. Let d be a factor for express-
ing the model frequency in periods per year, so that if 4 = 6 then
the model frequency is 12/6 = 2 months. Next let ¥, and R, be the
corresponding annual values for output and the nominal interest
rate. Then, setting ¥, = ¥,/d, R, = R,/d, and m, = m, and substitut-
ing into equation (19) yields

) R
In| =2} = —In{d) — £+ g, 19
n(},a) n(d) = e (19)

In(m) = + In(¥) + e (19)

From this expression it can be seen that if g, is constant, equation
(19"} is exactly regression 1 in figure 2. Moreover, equation (15b})
implies that all the right-hand-side variables in (19') are carrelated
with the value-added share ¢, and the employment share of the bank-
ing sector. Hence, the model is consistent with the improved fit of
regression 2 in figure 2 and the high correlation between the em-
ployment share and the nominal interest rate. In particular, even if
g, 18 constant, movements in €,, the shock to credit goods produc-
tion, and movements in 8,, the shock to goads production, will pro-
duce movements in both R, and ¢,.

We now describe how equation (19) is used to parameterize our
maodel. In our model g, always appears as a product multiplying 7.
Consequently, to evaluate the steady-state welfare cost of inflation,
it is sufficient to estimate the product ¢n, where ¢, is the mean of
¢« This is convenient because, as we noted above in Section 111, ¢,
is equal to the relative price of the banking sector in equilibrium,
and thus the scale of this variable is not identified.

The simplest way to proceed is to assume that g, is constant. Under
this assumption, we can use regression 1 in figure 2 to identify the
period length, 4, and ¢M. The estimated value of the constant from
this regression is —1.687. This implies a mode] frequency of 5.4 pe-
riads per year. The estimated semielasticity is 10. This provides an
estimate for ¢;n = .1/5.4. A potential problem with these estimates
is that R, is correlated with €, Assuming that €, is exogenous and
independently and identically distributed implies that it is uncorre-
lated with lagged values of R, Moreaver, the intertemporal structure
of the model implies that R, is serially correlated. So R,_; can be
used as an instrument for R,. Reestimating (19°) using the same data
and R, as the instrument produces the following instrumental vari-
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able estimates: In(m/y) = —1.633 — 11.05R. Notice that they are
not significantly different from those reported in figure 1.

Regarding the second regression reported in figure 2, the ques-
tion is whether one can use this regression to uncover alternative
estimates of ¢n. The answer is no. Regression 2 does not provide
any direct evidence on the parameters of the model. It only reflects
the existence of correlations predicted by the model that are de-
scribed in equation (15b). Note, for instance, that inverse velacity,
R, and ¢, are all functions of 8, Adding ¢, as a right-hand-side vari-
able to (19" will pick up on these correlations and alter the esti-
mated coefficient on R, However, the coefficient on R, in the sec-
ond regression is not a consistent estimate of ¢,1. Our model implies
that regression 1 is the correct specification for estimating ¢,1, not
regression 2.

An alternative way to calibrate the parameters of the money de-
mand, .1, is to fix the period length ex ante. If we suppose that cthe
period length is 2 months and assume that €, is zero, then we can
calibrate ¢ using means of annual M0 velocity and the nominal
interest rate. Using the last 20 years of data in our sample to do
this, we find that the calibrated value of ¢,1 is equal to —{R/6) X
{1/[In{m/y) +In(6)]} = —(.085/6) X [1/(—2.65 + 1.79)] = .098/6.
Not surprisingly, this calibration method produces almost the same
value of gm as the regression analysis."* Lucas (1988), who uses M1 as
his definition of money, also estimates g to be close to .1 using annual
data. On the basis of this evidence, we set ¢n = .1 for annual interest
rates.

The rest of the model specification is as follows. The period length
is set to be 2 months. The utility discounc factor § = .9516 (annual),
and the utility function is taken to be log-linear in consumption and
leisure, with the weight on consumption equal to .311. These values
are chosen to match the real return to capital and the share of hours
worked in total hours. The production function is taken to he Cobb-
Douglas with a capital share parameter of .36. The annual deprecia-

'* We also estimated dand ¢ using (19°) and a measure of ¢, based on the model.
Though we have no direct measures of ¢,, an equilibrium condition of cur model
is that g, is equal to the relative price of the banking and credit sector. Using the
national accounts data, we have an annual implicit price of GNP as it is defined by
the model (see nn. 5 and 6) and an annual implicit price level for the banking and
credit sector from 1947 to 1987, It is well known that these relative prices do not
control well for quality, and therefore, they have a positive trend. As a result, we
detrended the relative price and used the residuals, with a normalized mean of one,
as a measure for g,. When R,/ ¢,_; is used as an instrument, the estimated semian-
nual elasticity of eq. (19°) for the 1947-87 period is 7.9 and d is 6.3 months. The
calculations rhar we report below regarding the value-added share of the banking
sectar and the welfare cost of inflation are virtually the same when we use this alter-
native estimate of gn.
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tion rate of capital is set at .06, and the annual exogenous trend
growth rate of the economy is set at .02.

Before reporting the welfare cost of inflation that is calculated
from the specification of the model discussed above, we measure
the cost of inflation by the direct cost of providing the transaction
services that replace cash in the U.S. economy. In figure 4, we display
a time series of the costs {as a percentage of GDP) of U.S. commer-
cial banks that arises from the provision of transaction services, spe-
cifically, demand deposits and credit cards. The numbers for figure
4 are constructed as follows. The Functional Cost and Profit Analysis
(FCPA} report on commercial banks provides data on the volume of
demand deposits and the costs assaciated with the demand deposit
function for banks participating in the report. Using these numbers,
we calculate costs as a percentage of demand deposits for the re-
porting banks, multiply this ratio by total demand deposits, and then
divide by GNP in order to get an estimate of costs as a percentage
of GNP associated with the demand deposit function. The FCPA re-
ports for commercial banks also provide numbers on total credit
card balances and the costs associated with the credit card function
for reporting banks. These numbers are used to calculate costs as a
percentage of total credit card balances for reporting banks. This
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number is then multiplied by total credit card balances and divided
by GNP to obtain an estimate of costs as a percentage of GNP associ-
ated with the credit card function. We then take the sum of costs as
a percentage of GNP associated with the demand deposit function,
and the credit card function as a rough estimate of costs associated
with transaction services.'® As can be seen, these costs average to
about 0.5 percent of GNP.

Using the estimated model described above, we display in figure
5 the values of ¢ for various values of the nominal interest rate. The
¢ values are calculated using (14}, where «, is calculated from the
estimated semilog money demand function. For moderate inflation
rates {e.g., 3-8 percent annually), the corresponding values of ¢ are
about 0.5 percent of GNP.*® Thus these values are remarkably consis-
tent with independent measures of the costs of transaction services
displayed in figure 4. This is striking evidence in favor of our model
and the estimated money demand function.

In the next section, we focus on the second main contribution of
our paper: our model's implications for the welfare cost of inflation,
with particular emphasis on some new implications.

V. The Welfare Cost of Inflation

The Friedman rule, that is, setting the nominal interest rate R to zero,
is clearly optimal in this economy. At the optimum, all goods are

' We implicitly assume that al] the costs associated with credit cards arise from.
the transaction services provided and that none arise from the borrowing feature.
The 1989 Survey of Consumer Finances reports that average monthly charges for
convenience users (those who do not incur finance charges) were $524 in 1989,
whereas average outstanding balances were $2,090 in 1989. This suggests that conve-
nience users had average balances of $262 {one-half of $524) and, therefore, may
have accounted for only about 10 percent of the total costs associated with credit
cards. If this is right, then the costs associated with credit card use for wansactions
may be considerably smaller than shown in fig. 4. Figure 4 alsa ignores credit unions.
This may be an important omission because credit unions have a substantial share
of the credit card business, and costs as a percentage of outstanding balances are
significantly lower for credit unions than for commercial banks. For instance, in
1993, credit cards issued by credit unions had outstanding balances thar were more
than three times larger than balances on credit cards issued by commercial banks.
Further, costs as a fraction of outstanding balances were .055 for credit unions cor-
pared to .213 for commercial banks. Averaging over commercial banks and credit
unions yields a figure of .091 for costs as a fraction of outstanding balances, which
is slightly less than one-half the figure based on commercial banks alone. This factor
also suggests that costs associated with credit cards may be lower than shawn in fig.
4. Unfortunately, whereas the FCPA reports for commercial banks date back almost
30 years, the FCPA reports for credit unions are avajlable only for the years 1992
and 1993,

' The real interest rate is assumed to be 7 percent annually, so that annual nomi-
nal interest rates of 10-15 percent eorrespond to annual inflation rates of 3-8 per-
cent.
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cash goods: no credit services and credit goods are produced, and
the allocation is the same as in the standard growth model without
money (see fig. 3)."” We now discuss the welfare costs of a positive
nominal interest rate using the zero nominal interest rate allocation
as the benchmark.

The welfare cost can be decompaosed into two parts. As explained
in Section IV, one part arises from the misallocation of existing re-
sources away from the goods sector and into the credit services sec-
tor. This part is captured by the rise in ¢, which is the value-added
share of the credit services sector."

The other component of the welfare cost of inflacion arises be-
cause of changes in labor input and the capital stock {when labor

' This allocation. is not. the same as the allocation that would arise in our model
without money since, in that case, all goods are credit goads, which are costly to
produce. For instance, if the ${-} schedule is bounded, then there is some value of
R, e.g., R, at which money will lose value and all goods will be credit goads. Even
if the () schedule is not bounded, as long as the area under it is finite, there
exists a well-defined equilibrium without money in which all goods are credit goods.
Analogous to overlapping generations models, our model can have a well-defined
nonmonetary equilibrium that is worse, in welfare terms, than the monerary equilib-
rium. This is true because money permits the purchase of the most costly credit
goods with cash, thereby saving some resources. This saving in resources (per unit
of goods produced) corresponds to the area B + Cillusirated in fig. 3. Thus our
model captures the welfare-improving role of money in the economy.

'¥ As shown earlier, the welfare cost also corresponds to the traditional area under
the inverse money demand curve measure of the welfare cost of inflation.
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supply is elastic and investment is endogenous), which are due to
the usual inflation distortions that have further effects on consump-
tion and leisure and thereby on welfare.” These distortions can bhe
seen in the household’s FONCs (10a}, (10c¢), and (11), where the
term 1 + T, distorts the household’s lahor /leisure and intertemporal
consumption choices. For this reason, we shall refer to T, as the effec-
tive inflation distortion tax rate.

A key implication of our analysis is that both the misallocation
component and the inflation distortion tax component of the wel-
fare cost of inflation depend on the nature of the credit services
technology and, hence, on the nature of money demand. The for-
mer connection was already established in Section IV. To see the
latter connection, notice that the inflation distortion appears in the
form 1 + 1, rather than the more usual 1 + R, Since the palz)
schedule depends on the @ (z, €} schedule, which determines the
money demand function, it follows from (9) that the effective infla-
tion distortion tax rate 7, depends on the nature of the money de-
mand function.

The feature discussed above has very important implications for
the effects of the inflation distortion tax in our moaodel. Specifically,
depending on the nature of the money demand function, the effec-
tive inflation distortion tax rate 1, may remain bounded with infla-
tion. To understand this, note that 1 + R, is the shadow price of
cash goads purchases, and

] J Pa(2) dz
o

z[* f—’le

is the average price of purchases of credit goods. From (9), we then
see that the effective inflation distortion tax rate is a weighted aver-
age of the shadow price of purchases of cash goods and the average
price of purchases of credit goods, weighted by the respective shares
of purchases of cash goods and purchases of credit goods in total
purchases. Therefore, by changing the mix of purchases between
cash goods and credit goods, consumers can potentially limit their
exposure to the inflation distortion tax. Consequendy, depending

* This component is due to the change in total income, which shifts the money
demand curve. Normally, this effect is very small since inflation-induced changes in
labor supply and, hence, total income are very small. Consequently, the area under
the inverse money demand curve captures most of the welfare cost of inflation.
However, in our model, this is not the case becalse we treat goods used for consump-
tion symmetrically with goods used for investment and do not arbitrarily designate
consumption goods as cash goods and investment goods as credit goods that do not
require any credit services,
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on the nature of the money demand function, the welfare losses due
to the inflation distortion tax effect can remain bounded.

It turns out that, for our semilog specification of money demand,
the effective inflation distortion tax rate T indeed remains bounded,
even as 1 goes to infinity. To see this, we can rewrite {9) as follows,
after substituting for pg,(z) from (3):

&

g, R (z) dx

L]

T=(l —z¢)R + J
1 (20
= J min{R, R (z)}dz.
0

Thus T equals the area under the ¢R.() schedule up to z* plus the
area under the height R from z* to unity (area A + Bin fig. 3).
The following three implications can be drawn from (20). First,
we can see that when R is zero, T is zero and is increasing in R.
Second, T is always less than R. This is true because T is a weighted
average of the shadow price of cash goods and the prices of credit
goods. Since only goods with credit prices below R are purchased
as credit goods (see fig. 3), it follows that T is always less than R.
Third, T remains bounded as R goes to infinity. To see this, note
that from (8d} and the specification of the ®(-) schedule (see [18]),
the first term in (20) goes to zero as R goes to infinity. The second
term in (20) is exactly equal to the area under the normalized in-
verse money demand curve (see [13] and fig. 3), which approaches
gn, that is, the inverse of the semielasticity of money demand, as R
goes to infinity. Therefore, given our parameter values, the effective
inflation distortion tax rate T is bounded above by 1.67 percent.
In figures 5 and 6, we show the welfare cost of inflation (expressed
as a percentage of consumption) as a function of the (annual) nomi-
nal interest rate, We show separately the misallocation component
and the value-added share ¢ in figure 5 and the total welfare cost
(including the inflation distortion tax component) in figure 6.
There are two key results to be noted in these figures. The first,
and perhaps the most important, is that both components of the
welfare cost of inflation (and, hence, the total welfare cost of infla-
tion) are bounded at less than 5 percent of consumption. The mis-
allocation component hehaves like the value-added share, asymptot-
ing 1o a fairly low value, even as inflation reaches very high values.
As explained before (see [14] and [17]}, both the misallocation

" The misallocation component differs slightly from the value-added share be-
cause the welfare cost is expressed as a percentage of consumption and not GNP.
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component and ¢ are closely related to a,, the normalized area un-
der the inverse money demand curve, which is bounded above by
the inverse of the money demand semielasticity. The component of
the welfare cost of inflation that is due to the inflation distortion
tax effects also remains bounded, because the effective inflation dis-
tortion tax rate remains bounded, even as the inflation rate goes to
infinity.

The second result is that at low to maderate inflation rates, the
inflaton distortion tax component, which is the difference between
the total welfare cost and the misallocation component, is roughly
from two to three times the misallocation component. At very high
inflation rates, the inflation distortion tax component is still about
the same magnitude as the misallocation component. Thus the in-
flation distortion tax component is quite significant, even though
the effective inflation distortion tax rate T remains very low at all
inflation rates.

' This result is entirely due ta the inflation distortion tax effect on investment.
In our model, as the annual nominal interest rate rises from zero to 10 percent, 30
percent, 50 percent, and 500 percent, the effective inflation distortion tax rate rises
fram zero to 1 percent, 1.6 percent, 1.66 percent, and 1.67 percent. As a result, the
share of investment in output falls from 22 percent to 21.7 percent, 21.6 percent,
and 21.55 perecent. One way to see that the welfare consequences of the inflation
distortion. arise mostly through investment is to consider the following results far
an alternative version of the maodel in which goods used for investment do not re-
quire any credit services; thus investment goods are always purchased as credit goods
at the same price as cash goods. This alternative version is obtained by making the
following changes in the model of Sec. I1I. Replace ¥, with ¢ in (6) and (7), add
purchases of investment goads k. ~ (1 — &) &, to the right side of (7}, and replace
¥, with ¢ in (10c). It is then easy to verify that the effective inflation distortion tax
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Finally, figure 6 also reports calculations of welfare cost that take
into account the transition period. The transitional dynamics are
approximated by log-linearizing the equations that characterize the
model’s solution path around the steady state, where the nominal
interest rate is zero. As can be seen in figure 6, taking the transition
period into account can have a significant impact on the welfare cost
of inflation. In figure 6, the welfare cost of a 10 percent nominal
interest rate falls from 2.0 percent to 0.5 percent of consumption
when the transition is taken into account.

VI. Concluding Remarks

We end the paper with a brief discussion of the robustness of our
results to alternative specifications. Two features of our specification
are worth mentioning.

One is the Leontief specification of composite investment and
consumption. This specification makes it possible for us to retain
the one good structure of the standard monetary growth model. If
some substitutability were allowed, then this convenience would be
lost since the relative price of goods with different z indices would
change with inflation. Further, the empirical evidence presented in
Section. IV is quite consistent with our Leontief specification. The
other noteworthy feature of our specification is that all labor is sold
as credit labor and all capical is rented as credit capital without using
up any credit services. It is this feature that leads to the inflation
distortion on labor supply and investment and to the distinction be-
tween the misallocation component and the inflaton distortion
component of the welfare cost of inflation. If this feature of the spec-
ification were modified, then all of the welfare cost of inftation
would appear only as the misallocation of resources into the credit
services sector. However, it is not clear that this would make much
difference to our main conclusions regarding the welfare cost of in-
flation. With this modification, there would be no inftation distor-
tion component, but the misallocation component would be larger.
Hence, the overall welfare cost of inflation may not he affected. Fur-
ther, the feature of the welfare cost that we emphasize, namely, that

rate T, will no longer appear in (8¢). In such a model, investment is no longer
subject to an inflation distortion tax. If we redo the welfare cost calculations for this
version of the model, the misallocation component varies from 0.44 percent o 1.6
percent and 1.67 percent, the total welfare cost varies from .52 percent to 1.61
percent and 1.67 percent, and the annual nominal interest rate varies from 10 per-
cent to 50 percent and 100 percent, respectively. From these calculations, it is obvi-
ous that the misallocation component and, hence, the usual area under the inverse
money demand curve capture most of the welfare cost of inflation if investment
requires nao credit services.



1300 JOURNAL OF POLITICAL ECONOMY

the welfare cost remains bounded with inflation, is also likely to re-
main unaffected. This is true because, given our specification of the
money demand function, which fits U.S. data quite well, the misallo-
cation componentis bounded atless than 5 percent of consumption.
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